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Introduction

Since the public gained access and knowledge of ChatGPT, educators have become
interested in discovering more about the artificial intelligence. Educator's interests
have been primarily focused on learning capabilities and fallacies of the software.

This research can be found important to economics educators, education practitioners,
and policymakers aiming to navigate the evolving technological landscape in the K-14
education settings.

The aim of the work is to focus on providing knowledge on fallacies and benefits of
utilizing the ChatGPT technology in the classroom, while also benefiting educational
outcomes and teaching. The presentation today will also extend the work in examining
Copilot, a new Microsoft artificial intelligence that is powered by ChatGPT technology.*

* Individuals can learn more about Microsoft's Copilot here: https://support.microsoft.com/en-us/topic/chatgpt-
vs-microsoft-copilot-what-s-the-difference-8fdec864-72b1-46e1-afcb-8¢12280d712f



https://support.microsoft.com/en-us/topic/chatgpt-vs-microsoft-copilot-what-s-the-difference-8fdec864-72b1-46e1-afcb-8c12280d712f
https://support.microsoft.com/en-us/topic/chatgpt-vs-microsoft-copilot-what-s-the-difference-8fdec864-72b1-46e1-afcb-8c12280d712f

Importance to Economics Educators

Economics educators are known to operate within the frontier of research. This work
showcases that economics educators are interested in student learning outcomes, as
shown through measurables in assignments or assessments (Stock et al., 2013).

Furthermore, economics educators have been conscious to expanding technology into
the classroom, while also being observant to diversity and real-world applications (Al-
Bahrani, 2022; Al-Bahrani et al., 2016; Geerling, 2012; Wooten et al., 2020).

The aim of the paper is to address literature on supporting economics educators in
maintaining classroom lesson relevance (Wooten et al., 2020). By finding an ethical
approach to introduce ChatGPT in the classroom, the work aims to fill a gap seen in
economics education literature.



Importance to Education

ChatGPT sparked greater concern in the education community about potential
misusages and plagiarism (Can & Honca, 2023; Lo, 2023).

Furthermore, in the age of student’s relying on Google to fact-check educators in
lectures, this could impact classroom dynamics and learning environments (Hill, 2023;
Mhlanga, 2023; Ray, 2023).

There has been research in showing diminishing student achievement in pre-trained
transformer (GPT) technology, raising concern in educational environments (Steele,
2023).

Additionally, educators expressed concerns on biased behavior and if primary and
upper-primary school-age children are appropriately ready to decipher fact from
fiction (Yu, 2023).



Importance for Ethical Applications

ChatGPT and Copilot feature statements of potential biased responses.* Therefore, educators

need to become aware of ethical considerations and understanding knowledge gaps associated
with the GPT model (Yu, 2023).

Researchers have been cautious to introducing emerging technologies that could widen the
disparities for underrepresented minority populations (Scott, 2023).

Ackerly and Attanasi (2010) has shared that concerns focused on ChatGPT can be approached
using the normative scope.

Based on economics educators' trend on maintaining relevance (Wooten et al., 2020) and
introducing technologies in a way that supports diversity and real-world applications (Al-Bahrani,
2022; Al-Bahrani et al., 2016; Geerling, 2012; Wooten et al., 2020), economics educators can
approach this wholesome student aspect with virtue ethics (Scott & van der Poel, 2024).

*Verified 21t March 2024



Motivation

Copilot is powered by ChatGPT frameworks, that have been designed by OpenAl.
Copilot is trained on different material than OpenAl. However, users have access to
ChatGPT-4 model, which is a pay-wall function for individual subscribers.

Practitioners, scholars, and administrators have become interested in the
developments of artificial intelligence and the emerging competitors to ChatGPT.
These interests have intrigued scholars to discuss the strengths and opportunities of
using the program in the classroom (Cotton et al., 2024; Sallam, 2023; Yu, 2023).

In 2023, economists studied the Test of Understanding in College Economics (TUCE)
with ChatGPT and discovered that in both macroeconomics and microeconomics, the
application tested at the 99t and 915t percentile, respectively (Geerling et al., 2023).

Researchers have shared ethical concerns and recognized biased behaviors from
artificial intelligence applications (Uzun, 2023). Furthermore, research work has found
that asymmetric information in emerging technologies can negatively impact
underrepresented populations (Scott, 2023).



Literature Review - Gaps

Instructors need to be familiar with Al technology and must undergo continued professional
development to appropriate identify potential biased behavior (Yu, 2023).

. How often should this knowledge-check be assessed?

In doing so, the instructor could enhance learning exercises by having students participate in active
learning to identify potential errors or biases within the generated texts (Hargreaves, 2008; Keles, 2023).

. No general proposal was made on how to approach this with educators.

With the rise and dominance of ChatGPT in the global community, it is critical for educators to introduce
the application and be equipped to with knowledge to access risks (Longoni & Cian, 2020; The Wall
Street Journal, 2023).

. ZAVL;CIC;ike Yu (2023), these works did not address a knowledge-check processes and emphasized how quickly information could ® .
®
Researchers, generally, exercised caution with concerns for usage of ChatGPT in the classroom, due to L4
misinformation, biased behaviors, and expanding inequalities in underrepresented populations (Khan & ’ o ©

Paliwal, 2023; Sallam, 2023; Scott, 2023; Uzun, 2023; Yu, 2023).

. How should educators evaluate their plan to introduce ChatGPT/AI?



Decision Tree

Decision tree analysis for instructors to use in determining ethical usage of ChatGPT in the economics classroom.

Considering normative ethics, should an educator use ChatGPT in the K-14 economics classroom?

Is the educator ethically informed about ChatGPT? Does it align with promoting the greatest good and fostering virtues?

— \

No \x

Understand ethical training on ChatGPT. Assess potential biases and impacts.

Does equitable access to ChatGPT ensure fairness and justice in the learning environment?

chs

Will the use of ChatGPT ethically enhance educational outcomes for all students?

%s

Does integrating ChatGPT support the educator’s virtuous role and cultivate student virtues? No

g8

Does the use of ChatGPT align with ethical frameworks of normative ethics and virtue ethics? No

No

/Yes

Can the use of ChatGPT uphold academic integrity and foster honesty among students?

Does the integration of ChatGPT address equity among students and avoid exacerbating the digital divide?

Yes No

Implement ChatGPT with continuous ethical oversight and evaluation. Seek alternatives or reevaluate later with a focus on ethical practices.




Discussion

This presentation recognizes that Copilot uses a version of ChatGPT-4, which has now addressed
concerns from Scott (2023) on pricing ranges creating greater disparities in underrepresented
minority populations.

Educators must evaluate, reflect, and check through an assurance process when using lesson

involving ChatGPT, continuously reflecting based on the evolution of GPT models (Scott & van
der Poel, 2024).

« By introducing the decision-tree framework and using the “evaluate, reflect, and check” concepts, educators can
have a basis to understand if their approaches are ethically sound.

« Itisimportant to note this research is to provide framework and is not all encompassing. This framework was not
empirically tested and was presented to serve as a basis for educators to evaluate opportunities to familiarize
and begin the evaluation of using ChatGPT in the classroom. ®

Scott and van der Poel (2024) also addresses that educators should continue to undergo
professional development workshops to assure they are staying current on GPT and artificial
intelligence trends if they are considering applications in their classroom.
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